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1 DERIVATION OF MODEL PARAMETERS

We additionally take an ablation study to explore the choice of
parameters in Eq. 2 of the main paper. We empirically found that
the parameters, including (NV;, ds,d,.) in filter K and (£2;,€) in
LLE weights W, can be configured or fixed in views of their local
property. The global parameters «, 3, need to be configured to
weigh the three photo-realistic losses. As explained in the main
paper, the parameters «v and ~y control the image illumination. If
a > v, the output image illumination is close to the exemplar,
otherwise it is close to the source. For simplicity, we introduce
Z = 2 to weigh the importance of the exemplar. We always
keep oo + v =1 to limit the output results between source and
exemplar. As shown in Fig. 1 (Top), a large Z gives arise a brighter
image having a closer illumination to that of the exemplar. On the
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other hand, S is related to the textural distortions of the exemplar,
which can be fixed in a known level of textural distortion. As
shown in Figure 1 (Bottom), a large 8 forces our IIT method to
generate images with more consistent local textures. Note that a
very large 5 may cause over-smoothing textures. We set § <
Bmaz = 1000 in all our experiments.

2 ADDITIONAL EXPERIMENTAL RESULTS

For completeness, we provide additional experimental results. We
compare our IIT method with the state-of-art in each dataset.
All parameter-settings are the main paper without specification.
In Fig. 2, we show the results with the exemplar given by the
NASA Retinex method [2]. It is notable that the NASA Retinex
method is capable of producing high-quality results with vivid
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Fig. 1. Visual results of our IIT algorithm by using exemplars with different levels of textural distortions. (a) Source image, (b) CLAHE exemplar [],

and (c) ~ (e) the corresponding results.



color and contrast, but the achievement of fine-balanced image
illumination is at expense of exaggerating noise. In this case, we
setw = 0.99, 8 = 100 and v = 0.01 for the proposed IIT method
in consideration of the fine-balanced illumination of the exemplar.
As we can see, the output results reveal identical brightness and
vivid color as that of the exemplar, and the strong noise in which
are also remarkably suppressed, giving high-quality consistent
textures as that of the input image. In Fig. 3, we show the results
on Cityscape dataset [4], where the low-resolution images exhibit
obvious degradation in color, saturation and contrast due to the
unappropriated illumination conditions. As mentioned in the main
paper, the deep learning-based WESPE photo enhancer can
produce visual-pleasant results outperforming a wide range of
traditional photo methods and commercial software. However,
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some textural distortions may occur around the main structures
and salient edges due to the amplification of high-frequency details
during the WESPE training process. In this case, we show that
the proposed IIT method not only preserves the local textures
consistent with the source but removes these non-consistent struc-
tures and high-frequency artifacts. In Fig.4, we show the results
on DPED dataset []5[], where the selected images reveal much
better quality with higher resolution and the degradation of image
illumination is not so serious as that of Cityscape dataset [4].
As the result, we here adopt using the CLAHE exemplar and
compare the results with the WESPE method . As we can see,
the WESPE method may lose the tiny details in the bright
regions due to the over-espouse problem. While, our IIT method
faithfully preserves these details and gives natural-like results.
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Fig. 2. Visual comparison on NASA dataset. (a) Source; (b) NASA Retinex [2]; (c) Our IIT results. The local noises are significantly reduced in

comparison of the NASA Retinex (b).
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Fig. 3. Visual comparison on Cityscapes dataset [4]. (a) Source; (b)WESPE [3]; (c) Our results. Notice that the state-of-art WESPE reveals strong
color artifacts around the salient edges, which can be suppressed using our IIT scheme.

Finally, we show our IIT method extended to image stylization
with the same configuration as explained in the main paper. The
stylized exemplars are provided by the deep learning method [6]],
which is capable of producing favorable style results under the
reference styles. As shown in Fig. 5 and 6, we take two typical
image-to-image translation cases into account. In the first case,
the natural images are transferred for the photo-realistic results
for photo-realistic results; while the image-to-image translation in
the second case attempts to keep the strokes and textures in artistic
images invariant. In both cases, the proposed IIT method helps to
generate the stylized results with high-quality consistent textures
as the input image despite the strong non-consistent textures in
exemplars. These results, again, demonstrate the performance and
robustness of the proposed IIT method to the exemplar and imply
that it is not necessary to pay much attention to the local details
when applying the exemplar in our IIT framework.

We additionally show the performance of our IIT algorithm
on the endoscope image enhancement, in which illumination
manipulation is always a challenging problem due to the occlusion
or unsuitable exposure compensation. We take the CLAHE output
as exemplars in this case. As shown in Fig. 7, these endoscopic
images can be recovered with high-fidelity structures which are
very important for nerves, blood vessels, and tissues in the medical
image processing field.
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Fig. 4. Visual comparison on DPED dataset [5] . (a) Source; (b)WESPE [3]; (c) Our results. Notice that the state-of-art WESPE method gives an
over-exposure in local, while our IIT method can preserve these details based on the CLAHE exemplars.
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Fig. 5. Photorealistic style transfer. Given an input image (a) and a reference style (up-left), deep-learning methods [6], [7], [8], [9] produce the
stylized results (c), which are then used as the exemplars for our IIT model to generate the photorealistic result (b).
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Fig. 6. Photorealistic style transfer. Given an input image (a) and a reference style (up-left), deep-learning method [6] produces the stylized results
(c), which are then used as the exemplars for our [IT model to generate the photorealistic result (b).
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Fig. 7. Visual results on endoscope image enhancement. (a) Source and (b) Our results. We use the CLAHE exemplars in this case.
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